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Cosmic-ray spectrum and collider energy
（DʼEnterria et al., Astropart. Phys., 35,98-113, 2011 ）
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What do we want to measure,
what can we measure at the colliders?
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• very small scattering angle
• not directly related to the shower 

development (no energy transfer)
• dedicated forward detectors are 

required
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(Theoretical definition is strict. In this talk, 
experimental “diffractive-like” events are discussed.)

PTEP 2021, 033F01 K. Ohashi et al.

collision collision

Fig. 3. Cross-sectional fractions of the ND, pSD, tSD, DD, and CD collisions for (a) 1019 eV proton primaries
and (b) 1017 eV proton primaries.

Fig. 4. The probability of the diffractive mass (diffractive-mass spectra) of the pSD collisions for three hadronic
interaction models: EPOS-LHC (magenta solid line), QGSJET II-04 (blue dotted line), and SIBYLL 2.3c (green
dashed line). The projectile particles are (a) 1019 eV protons and (b) 1017 eV protons, and the target particles
are air nuclei at rest. Approximately 40 000 events are simulated for each case using CONEX v6.40 [10].

and EPOS-LHC [24] present the largest and smallest values, respectively. The difference of the
cross-sectional fractions between models is relatively larger for the DD and CD collisions than that
for the pSD and tSD collisions. Figure 4 displays the diffractive-mass spectra of the proton–air
collisions for 1019 eV and 1017 eV projectile protons. Here, ξ is defined as ξ = M 2

X /s, where
√

s
is the center-of-mass energy of the proton–air collision. The logarithm of ξ , log10(ξ), is used in
Fig. 4 and following figures. Large differences can be noted between SIBYLL 2.3c and the other
models, particularly in the lowest diffractive-mass regions. QGSJET II-04 [25] displays a strong
peak in the low diffractive-mass region, whereas SIBYLL 2.3c does not present diffractive-mass
dependences and EPOS-LHC has a bimodal spectrum. Even though the latest hadronic interaction
models are updated using the experimental results from the LHC, they do not reproduce the results
of the measurements of the diffractive collisions from the LHC [26].

In the following sections, to understand the effect of these quantities in predicting the observables,
the effects of the cross-sectional fraction, diffractive-mass spectrum, and particle production from
diffractive dissociation on the UHECR observables are discussed. The focus is on the large differences
in the cross-sectional fractions of the models and in the diffractive-mass spectra of SIBYLL 2.3c
and the other models.
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• not directly related to the shower 

development (no energy transfer)
• dedicated forward detectors are 

required
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(Theoretical definition is strict. In this talk, 
experimental “diffractive-like” events are discussed.)

Differential cross sections as a 
function of kinematic variables 

of final state particles 6

what is this?



Rapidity (y) and pseudorapidity (𝜂) !? 
are your friends from today 

• What we want to measure is : +!,
+-"+-#+-$

(z is along the beam direction) 

• Because of a symmetry around the beam direction : +%,
+-&+-$

(𝑝! momentum transverse to z) 
• 𝑝. is Lorentz invariant but 𝑝/ is not.  Any Lorentz invariant variable related to 𝑝.??

• rapidity is defined as : 𝑦 = (
$ 𝑙𝑛

01-$
02-$

• In 𝐸 → 𝐸3, 𝑝/ → 𝑝/3 transform, 𝑦3 = 𝑦+ (
$ 𝑙𝑛

(14
(24 (Β : relative velocity/c of two frames)

• 𝑦 is NOT Lorentz invariant, but 𝒅𝒚 IS Lorentz invariant (𝑑𝑦" = 𝑑𝑦).

• +%,
+-&+5

is a Lorentz invariant cross section including all kinetic information.

• Because +5+-$ =
(
0, 𝐸

+%,
+-&+-$

is also a Lorentz invariant cross section.

• When 𝐸 ≫𝑚, 𝑦 = (
$ 𝑙𝑛

01-$
02-$

~ − 𝑙𝑛 tan6$ ≡ 𝜂 : pseudorapidity
• corresponding to the angle
• 𝜂 ≲ 2: central region, 2 ≲ 𝜂 ≲ 5 : forward, 5 ≲ 𝜂 : very forward 7



Detectors surrounding the collision point

ZDC
Neutral 
particles

collision

Roman 
Pot

Elastic/diffractive 
scattering（black dashed）

Dipole

Beam pipe

LHCf

Beam particle
(black solid)

Central detector
silicon, MWPC, ECAL, HCAL, mu, …

Forward detector
(MBTS, CASTOR, TOTEM, …)

Roman Pot
TOTEM, ATLAS ALFA

Zero Degree 
Calorimeter/LHCf

• Charged particles with large angles are detected by the central general purpose detectors (main detector of 
ATLAS and CMS).

• Charges forward particles are detected by the forward calorimeters and counters such as CMS CASTOR, 
Minimum Bias Trigger Scintillators and TOTEM T1/T2.

• Neutral forward particles are detected by the zero-degree forward calorimeters such as ZDC and LHCf.
• Elastically scattered particles are detected by the Roman pot detectors inserted in the beam pipe such as 

TOTEM RP and ATLAS ALFA.
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Measurement of pp elastic scattering and total cross-section at
√

s = 7 TeV

10− 5

10− 4

10− 3

10− 2

10− 1

100

101

102

103

dσ
el
/d
t
[m
b/
G
eV

2 ]

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
|t | [GeV2]

Ref. [1]
Ref. [2]
this publication
statistical uncertainties
systematic uncertainties

101

102

103

0 0.05 0.1 0.15 0.2

|t |min = 2 · 10− 2 GeV2
|t |min = 5 · 10− 3 GeV2

extrapolation to t = 0

Fig. 2: The elastic differential cross-section measurements by TOTEM. Each measurement is shown in a different color. The
embedded figure provides a zoom of the region used for extrapolation to t = 0, showing the lowest |t|-values accessible in the
analysis from ref. [2] (green) and this analysis (red).

Luminosity. In this article, the luminosity measured
by CMS (with a 4%-uncertainty estimate) was used.
Luminosity-independent results are given elsewhere [4].

Systematic uncertainty calculation. – For each of
the analysis steps above, the systematic uncertainty ef-
fect on dσel/dt was estimated with a Monte Carlo simu-
lation. Table 3 summarizes these uncertainties for several
|t|-values, grouping the contributions into three categories:
t-dependent, t-independent (normalization) and luminos-
ity uncertainties. Since there are a number of contribu-
tions in each category, the uncertainties were combined in
quadrature.

The luminosity uncertainty is the leading systematic ef-
fect for |t| < 0.2 GeV2, above that point it is the uncer-
tainty of dLx/ds. The optics-related error contribution is
almost vanishing around |t| = 0.06 GeV2 and has opposite
signs below and above that point. Therefore, there is a
partial error cancellation in the integrated elastic cross-
section σel, and consequently the relative error of σel is
significantly lower than the one of dσel/dt|0 – see table 7.
Moreover, there is a strong correlation between the errors
of σel and dσel/dt|0 – the correlation coefficient is 0.76.

Extrapolation to t = 0. – The measured differential
cross-section can be well (χ2/n.d.f. ≈ 1.2) described with
the parameterization

dσel

dt
=

dσel

dt

∣∣∣∣
t=0

e−B|t| (4)

over a large |t|-range, see table 6 and the black line in fig. 2.
Since the slope B remains constant even for the lowest |t|-
values, one may conclude that the effects of the Coulomb-
hadronic interference (for details see, e.g., [8]) are smaller
than our experimental sensitivity. Therefore, within the
uncertainties, the fit can be attributed to the hadronic
component of the scattering amplitude. Furthermore, it is
assumed that eq. (4) describes the hadronic cross-section
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20

B
[G
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−
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101 102 103 104
√s [GeV]

pp, Ref. [9]
pp̄ , Ref. [9]
this publication

Fig. 3: The elastic slope B (see eq. (4)) as a function of the
scattering energy

√
s (data from [9] use different treatments of

the Coulomb-hadronic interference).

also for |t| values below our acceptance and thus the fit
can be used in the optical theorem to calculate the total
cross-section according to eq. (5).

Results. – TOTEM has taken data under various
beam and background conditions, luminosities and RP
detector positions. The differential elastic cross-section
obtained from these different data sets are in excellent
agreement with each other. This justifies merging the data
from all data sets to obtain a final result for the differen-
tial cross-sections presented in table 4. The first two bins
suffer from the lower statistics of the data sets 2 and 3.
Table 4 gives a representative |t|-value for each bin, deter-
mined according to the procedure described elsewhere [10].
The relative uncertainties of the representative points turn
out to be negligible (< 10−4). Table 5 presents the dσel/dt
continuation to higher |t| values, measured in a different
run with β∗ = 3.5 m optics and published elsewhere [1].
All TOTEM differential cross-section measurements are
given in fig. 2.

For |t|-values below 0.2 GeV2, the differential cross-
section falls exponentially with |t|, as expressed in eq. (4).

21002-p5
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𝜌 = 0.141 ± 0.007
(COMPETE collaboration)

TOTEM Collaboration, EPL, 101 (2013) 21002

𝜎!"! , 𝜎#$% , 𝜎')# measurements by TOTEM

[Optical theorem]
𝜎/0/1 =

16𝜋 ℏ𝑐 1

1+𝜌1 @
𝑑𝜎23
𝑑𝑡 /45

C67!"
6/ /45

= 506.4±0.9±23.0 (mv/GeV)2

𝜎*% = ∫
+,89
+L 𝑑𝑡 = 25.43±0.03±1.07(mb)

𝜎LML = 98.58±2.23(mb)
𝜎NO* = 𝜎LML − 𝜎*%&

= 73.15 ± 1.26 (mb)
• Precise measurement of +,89+L by roman pot=> 𝜎*%
• Extrapolation to t=0 gives O+,89

+L LPQ
• Optical theorem relates O+,89

+L LPQ
to 𝜎LML

• 𝜎NO* = 𝜎LML −𝜎*%&

• Measurement of elastic scattering gives us the 
information of inelastic scattering important for air 
shower development

transverse momentum transfer (related to the scattering angle)

+,89
+L

Proton-proton total cross-section at
p

s = 13TeV 3
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Fig. 1: (color) Analysis cut in the horizontal scattering angle q ⇤
x . The blue and black dashed lines represent the

mean and the 4s cuts, respectively.

Besides, the elastic event selection requires the collinearity of the outgoing protons in the two arms, the
suppression of the diffractive events and the equality of the horizontal vertex position x⇤ reconstructed
from the left and right arms.

*x,rightθ* - x,leftθ
0.15− 0.1− 0.05− 0 0.05 0.1 0.15

3−10×

Ev
en

ts

1

10

210

310

410

Before cuts

* collinearity cutyθ

+ y-spectr. left

+ y-spectr. right

+ x* cut

* cutxθ+ 

Gaussian fit after x* cut

 resolution≡rad µ = 5 σ
* cutxθbefore 

Fig. 2: (color) The distribution of the horizontal scattering angle difference reconstructed from the left and the
right arm. The distribution is shown before any analysis cut (black solid line) and after each analysis cut.

Figure 1 shows the horizontal collinearity cut imposing momentum conservation in the horizontal plane
with 1 h uncertainty. The cuts are applied at the 4s level, and they are optimized for purity (background
contamination in the selected sample less than 0.1 %) and for efficiency (uncertainty of true elastic event
selection 0.5 %). Figure 2 shows the progressive selection of elastic events after each analysis cut.
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Impact on AS physics

Eur. Phys. J. C (2019) 79 :103 Page 7 of 10 103

Table 5 The nuclear slope B, the cross sections and their systematic and
statistical uncertainty. The physics quantities are the weighted average
of the DS1 and DS2 measurements

Physics quantity Value Total uncertainty

ρ = 0.14 ρ = 0.1

B [GeV−2] 20.36 5.3 · 10−2 ⊕ 0.18 = 0.19

σtot [mb] 109.5 110.6 3.4

σel [mb] 30.7 31.0 1.7

σinel [mb] 78.8 79.5 1.8

σel/σinel 0.390 0.017

σel/σtot 0.281 0.009

dencies. As can be noted from the Tables referenced above,
such uncertainties are significantly larger, in particular for the
slope and the intercept at t = 0, than the variation induced
by the choice of the fit range, the inclusion of the correlated
systematic uncertainties in the χ2, or due to the deviation
of the slope from a pure exponential [17,20]. In fact, even
the statistical uncertainties alone are an order of magnitude
larger than what is needed to have sensitivity to the expected
deviations from the purely exponential.

Assuming that the exponential parameterization holds
also for |t | < |tmin| the value of dNel/dt |t=0 can be used
to determine the total cross-section using Eq. (7).

The magnitude of the systematic effects at |t | < |tmin| for
the deviations from the pure exponential functional form and
for the Coulomb-nuclear interference, onto the total cross-
section, are known from [17–20] and are well contained in
the quoted systematic uncertainty in the present paper.

The dip region is shown in the right panel of Fig. 3.

3.2 The total cross section

The measurements of the total inelastic rate Ninel and of the
total nuclear elastic rate Nel (with its extrapolation to t = 0,
dNel/dt |t=0) are combined via the optical theorem to obtain
the total cross section in a luminosity independent way

σtot =
16π(h̄c)2

1 + ρ2 · dNel/dt |t=0

Nel + Ninel
, (7)

where the parameter ρ is the ratio of the real to the imaginary
part of the forward nuclear elastic amplitude.

The total cross section measurements of the DS1 and DS2
data sets have been averaged according to their raw inelastic
rate Ninel,obs, which yields

σtot = (110.6 ± 3.4) mb , (8)

when ρ = 0.1 is assumed. The choice of ρ = 0.1 in the
present analysis is motivated by the results given in [19].

From the measured (and fully corrected) ratio of Nel to
Ninel the luminosity- and ρ-independent ratios

σel

σinel
= 0.390 ± 0.017,

σel

σtot
= 0.281 ± 0.009 , (9)

The luminosity independent elastic and inelastic cross sec-
tions are derived by combining their ratio and sum

σel = (31.0 ± 1.7) mb, σinel = (79.5 ± 1.8) mb . (10)

Fig. 4 Overview of
elastic (σel), inelastic (σinel),
total (σtot) cross section for pp
and pp̄ collisions as a function
of

√
s, including TOTEM

measurements over the whole
energy range explored by the
LHC [1–5,7,8,12–
14,17,18,21,23,24,28,30,32].
Uncertainty band on theoretical
models and/or fits are as
described in the legend. The
continuous black lines (lower
for pp, upper for pp̄) represent
the best fits of the total cross
section data by the COMPETE
collaboration [26]. The dashed
line results from a fit of the
elastic cross section data. The
dash-dotted lines refer to the
inelastic cross section and are
obtained as the difference
between the continuous and
dashed fits

123

• One of the best successes of LHC to the air shower physics
• How “post-LHC” models improve the prediction power 

TOTEM Collaboration, EPJC (2019) 79:103

14

Tevatron
LHC

T.Pierog, HESZ2015



Particle production at LHC
multiplicity and energy flux at LHC 14TeV collisions

pseudo-rapidity; η= -ln(tan(θ/2))
Multiplicity Energy flux

All particles

neutral

• Most of the particles are produced into central (ND events)
• Most of the energy flows into forward (diffractive-like events) 15



Multiplicity

16

D.DʼEnterria et al., Astropart. 
Phys., 35 (2011) 98-113

• Early LHC results were described by pre-LHC CR models than the HEP models

TOTEM T2

QGSJET II

SYBILL

LHCb



Forward Energy Flow 
(Hadronic Forward Calorimeter)

17

The CMS Collaboration, JHEP, 11 (2011) 148 

• Early LHC results were described by pre-LHC CR models than the HEP models



LHC ATLAS
140m both sides from IP

LHC forward

Charged particles (+)
Beam

Charged particles (-)

Neutral 
particles

Beam pipe

LHCf Arm1 detector
= RHICf detector

LHCf Arm2 detector

18

Location 
• ATLAS interaction point 
•  +/- 140m from the IP
•  Cover Zero degree of 

collisions pseudo rapidity η > 8.4  

Detectors
• Sampling and positioning calorimeters
• Two towers, 20mmx20mm, 40mmx40mm (Arm1) , 25mmx25mm, 

32mmx32mm(Arm2)
• Tungsten layers, 16 GSO scintillators, 4 position sensitive layers   

(Arm1: GSO bar hodoscopes,  Arm2: Silicon strip detectors)
• Thickness: 44 r.l. and 1.7 λ



Event categories of LHCf

19

photon
Pi-zero event
(photon pair)

Single photon 
event

Leading baryon
(neutron)

Multi meson production

Single hadron 
event

LHCf calorimeters

photon

Responsible for air shower core (elasticity)

Responsible for air shower EM particles (inelasticity)

𝝅𝟎, 𝜼

𝝅𝟎, 𝜼
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𝜋0𝑝𝑧spectra in 𝑠 = 7TeV p-p collisions
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• Experimental result is between EPOS-LHC and QGSJET II-04
• Cross section with 𝐸W:~𝐸'*&X = 3.5𝑇𝑒𝑉 => 𝛾-like proton shower unavoidable

LHCf Collaboration, PRD 94, 032007 (2016)

V. ANALYSIS FRAMEWORK

A. π0 event reconstruction and selection

The standard reconstruction algorithms consist of four
steps: hit position reconstruction, energy reconstruction,
particle identification, and π0 event selection.

1. Position reconstruction

Hit position reconstruction starts with a search for
multihit and single-hit events. A multihit event is defined
to have more than one photon registered in a single
calorimeter. A single-hit event is defined to have a single
hit in each of the two calorimeters in a given detector, Arm1
or Arm2.
Therefore, multihit event candidates should have two or

more distinct peaks in the lateral-shower-impact distribu-
tion of a given calorimeter and are then identified using the
TSpectrum algorithm [42] implemented in ROOT [43].
TSpectrum provided the basic functionality for peak find-
ing in a spectrum with a continuous background and
statistical fluctuations.
The MC simulation estimated efficiencies for identifying

multihit events are larger than 70% and 90% for Arm1 and
Arm2, respectively [25]. Given the list of shower peak
position candidates that have been obtained above, the
lateral distributions are fit to a Lorenzian function [44] to
obtain more precise estimates of the shower peak positions,
heights, and widths. In the case of multihit events, two
peaks are fit using superimposed Lorenzian functions.
Multihit events with three or more peaks are rejected from
the analysis. Conversely, single-hit events, not having two
or more identifiable peaks in a single calorimeter but
having a single hit in each calorimeter are correctly selected
with an efficiency better than 98% for true single-photon
events with energy greater than 100 GeV for both Arm1
and Arm2.

2. Energy reconstruction

The photon energy is reconstructed using the measured
energy deposited in the LHCf calorimeters. The charge
information in each scintillation layer is first converted to a
deposited energy by using the calibration coefficients
obtained from the electron test beam data taken at the
Super Proton Synchrotron (SPS) below 200 GeV [26]. The
sum of the energy deposited in the 2nd to 13th scintillation
layers is then converted to the primary photon energy using
an empirical function. The coefficients of the function are
determined from the response of the calorimeters to single
photons using MC simulations. Corrections for shower
leakage effects and the light-yield collection efficiency of
the scintillation layers are carried out during the energy
reconstruction process [20]. In the case of multihit events,
the reconstructed energy based on the measured energy
deposited is split into two energies, primary and secondary.
Fractions of the energy for the primary and secondary hits

are determined according to the peak height and width of
the corresponding distinct peaks in the lateral-shower-
impact distribution.

3. Particle identification

Particle identification (PID) is applied in order to
efficiently select pure electromagnetic showers and to
reduce hadron (predominantly neutron) contamination.
PID in the study of this paper depends only on the
parameter L90%. L90% is defined as the longitudinal dis-
tance, in units of radiation length (X0), measured from the
first tungsten layer of the calorimeter to the position where
the energy deposition integral reaches 90% of the total
shower energy deposition. Events with an electromagnetic
shower generally have a L90% value smaller than 20 X0,
while events with a hadronic shower generally have L90%

larger than 20 X0. The threshold L90% value as a function of
the photon energy is defined in order to keep the π0

selection efficiency at 90% over the entire energy range of
the individual photons. PID criteria are determined by MC
simulations for each calorimeter.

4. π0 event selection

The π0 are then identified by their decay into two
photons, leading to the distinct peak in the invariant mass
distribution around the π0 rest mass. The invariant mass of
the two photons is calculated using the reconstructed
photon energies and incident positions. The π0 events used
in the analysis of this paper are classified into two
categories: Type-I π0 and Type-II π0 events. AType-I event
is defined as having a single photon in each of the two
calorimeters of Arm1 or Arm2 (the left panel of Fig. 1). A
Type-II event is defined as having two photons in the same
calorimeter (the right panel of Fig. 1). Note that Type-II
events were not used in the previous analyses [18,19] and
thus are taken into account for the first time in this paper.
As detailed in Sec. V B, the phase spaces covered by Type-I
and Type-II events are complementary. In particular, the
inclusion of Type-II events extends the pT upper limit for
analysis from 0.6 GeV in the previous analyses to 1.0 GeV.

FIG. 1. Observation of π0 decay by a LHCf detector. Left:
Type-I π0 event having one photon entering each calorimeter.
Right: Type-II π0 event having two photons entering one
calorimeter, here entering the small calorimeter.

MEASUREMENTS OF LONGITUDINAL AND TRANSVERSE … PHYSICAL REVIEW D 94, 032007 (2016)
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C. Background subtraction

Background contamination of two-photon !0 events by
hadron events and the accidental coincidence of two pho-
tons not coming from the decay of a single !0 are sub-
tracted using the so-called ‘‘sideband’’ method.

Figure 4 shows an example of the reconstructed two-
photon invariant mass distribution of the experimental data
of Arm1 in the rapidity range from 9.0 to 9.2. The energy
scale correction discussed in the previous section has been
applied. The sharp peak around 135 MeV is due to !0

events. The solid curve represents the best fit of a compos-
ite physics model to the invariant mass distribution of the
data. The model consists of an asymmetric Gaussian dis-
tribution (also known as a bifurcated Gaussian distribution)
for the signal component and a third-order Chebyshev
polynomial function for the background component. The
dashed curve indicates the background component.

Using the expected mean (m̂) and 1" deviations ("l for
lower side and "u for upper side) of the signal component,
the signal window is defined as the invariant mass region
within the two solid arrows shown in Fig. 4, where the
lower and upper limits are given by m̂! 3"l and m̂þ 3"u,
respectively. The background window is constructed
from the two sideband regions, ½m̂! 6"l; m̂! 3"l$ and
½m̂þ 3"u; m̂þ 6"u$, that are defined as the invariant mass
regions within the dashed arrows in Fig. 4.

The rapidity and pT distributions of the signal
[fðy; pTÞSig] are then obtained by subtracting the back-
ground distribution [fðy; pTÞBG], estimated by the back-
ground window, from the signal-rich distribution
[fðy; pTÞSigþBG] selected from the signal window. The
fraction of the background component included in the

signal window can be estimated using the likelihood func-
tion [LBGðy; pT; m##Þ] characterized by the best-fit third-
order Chebyshev polynomial function. For simplicity,
LBGðy; pT; m##Þ is shortened as LBG in the following
text. Thus the signal distribution with background sub-
tracted is given by

fðy;pTÞSig¼fðy;pTÞSigþBG!Rðy;pT;m̂;"l;"uÞfðy;pTÞBG;
(4)

where Rðy; pT; m̂;"l;"uÞ is the normalization for the back-
ground distribution and written as

Rðy;pT;m̂;"l;"uÞ¼
Rm̂þ3"u
m̂!3"l

LBGdm##Rm̂!3"l
m̂!6"l

LBGdm##þ
Rm̂þ6"u
m̂þ3"u

LBGdm##

:

(5)

D. Unfolding of spectra

The raw rapidity–pT distributions must be corrected for
unavoidable reconstruction inefficiency and for the smear-
ing caused by finite position and energy resolutions. An
iterative Bayesian method [39,40] is used to simulta-
neously correct for both effects. The advantages of an
iterative Bayesian method with respect to other unfolding
algorithms are discussed in another report [39]. The un-
folding procedure for the data is organized as follows.
First, the response of the LHCf detectors to single !0

events is simulated by toy MC calculations. In the toy MC
simulations, two photons from the decay of !0s and low
energy background particles such as those originating in a
prompt photon event or a beam pipe interaction are traced
through the detector and then reconstructed with the event
reconstruction algorithm introduced above. Note that the
single !0 kinematics that are simulated within the allowed
phase space are independent of the particular interaction
model that is being used. The background particles are
simulated by a hadronic interaction model, which is dis-
cussed later, since the amount of background particles is
not directly measured by the LHCf detector.
The detector response to !0 events depends on rapidity

and pT, since the performance of the particle identification
algorithm and the selection efficiency of events with a
single-photon hit in both calorimeters depend upon the
energy and the incident position of a particle. The recon-
structed rapidity—pT distributions for given true rapidity—
pT distributions then lead to the calculation of the response
function. Then the reconstructed rapidity and pT spectra
are corrected with the response function that is equivalent
to the likelihood function in Bayes’s theorem. The correc-
tions are carried out iteratively whereby the starting point
of the current iteration is the ending point of the previous
iteration. Statistical uncertainty is also propagated from
the first iteration to the last. Iteration is stopped at or
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FIG. 4 (color online). Reconstructed invariant mass distribu-
tion within the rapidity range from 9.0 to 9.2. Solid curve shows
the best-fit composite physics model to the invariant mass
distribution. Dashed curve indicates the background component.
Solid and dashed curves indicate the signal and background
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• Energy of the leading baryon (elasticity) determines the penetrating 
power of shower core.

• Inelasiticity (k = 1- Eleading/ECR) 
• Energy spectra show a large model variation.

• Some models (QGS, DPM) are trying to tune to this result
• Integrals (energy flow and inelasticity) show good agreements with 

EPOS and QGS
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Figure 3. Differential energy flow dEn/dη (left) and differential cross section dσn/dη (right)
of neutrons produced in p-p collisions at

√
s = 13TeV, measured using the LHCf Arm2 detector.

Black markers represent the experimental data with statistical and systematic uncertainties, whereas
colored lines refer to model predictions at the generator level.

dEn/dη [GeV]

(E > 500 GeV)

dσn/dη [mb]

(E > 500 GeV)

dEn/dη [GeV]

(E > 0 GeV)

dσn/dη [mb]

(E > 0 GeV)

8.65 < η < 8.80 179.6+26.6
−24.9 7.77+1.10

−1.08 181.8+27.0
−25.2 8.38+1.24

−1.23

8.80 < η < 8.99 208.4+28.7
−26.8 7.92+1.05

−1.03 210.1+29.0
−27.1 8.38+1.15

−1.13

8.99 < η < 9.21 242.7+31.5
−30.2 8.07+0.99

−0.99 244.0+31.7
−30.4 8.40+1.05

−1.05

9.65 < η < 10.06 224.4+26.0
−27.7 5.49+0.55

−0.64 224.7+26.1
−27.7 5.57+0.56

−0.65

10.06 < η < 10.75 179.0+21.0
−21.0 3.82+0.37

−0.41 179.2+21.0
−21.0 3.85+0.38

−0.41

η > 10.75 43.0+4.8
−4.3 0.79+0.07

−0.07 43.0+4.8
−4.3 0.80+0.08

−0.07

Table 4. Differential energy flow dEn/dη and differential cross section dσn/dη of neutrons produced
in p-p collisions at

√
s = 13TeV, measured using the LHCf Arm2 detector. Upper and lower

uncertainties are also reported. The values are relative to the experimental measurements with
(E > 0 GeV) and without (E > 500 GeV) the simulation-driven correction factors for the limited
detection efficiency below 500GeV. The last two columns correspond to the numbers used for the
experimental points shown in figure 3.

from about 5 to 35%. The second one is that, for energies above half the beam energy,

almost 100% of the neutrons produced from the collisions are leading particles. In order

to obtain the elasticity distribution, the dσn/dE contributions of all the six regions are

summed in a single histogram. Then, the x axis is rescaled to the beam energy and the y

axis is multiplied for the bin width, so that the distribution represents the total production

cross section σn as a function of elasticity kn. At this point, a correction must be applied to

take into account two different effects: the first one is due to the fact that the detector has

a limited pseudorapidity coverage; the second one is due to the fact that not all neutrons

are leading particles. These two effects are considered together in a single correction factor

– 13 –

energy spectra
energy flow

inelasticity
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Figure 3: Ratio of inclusive photon production cross-sections predicted by hadronic in-
teraction models to the experimental result. The bars and hatched areas around one
correspond to the normalized statistical and systematic uncertainties of the data, respec-
tively.
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p
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Forward 𝜋S

Forward photon

• Very weak dependence on the collision energy
• Smooth extrapolation to the UHECR energy range is expected (?)



Quick summary
• 𝜎"*) measurements led successful post-LHC models and a less model-

dependent elongation rate predictions.
• CR models are recognized to have a reliable prediction power at the LHC 

energies than the other HEP models.
• First successful very forward measurements by LHCf.
• Good News! : Generally, CR models show good agreements with 

measurements. 
• Bad News : How can we solve the muon puzzle?

• What can we do next?
• Heavy (strange) flavor hadrons (so far, mostly p, n, 𝜋) => different behaviers in AS
• Correlation of multiple particles => process-by-process study
• p-O collisions => First “Air-CR” collisions at colliders
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strange hadron productions
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Figure 7. Inclusive η production rate as function of xF in pT < 1.1GeV/c for p-p collisions
at √

s = 13TeV, measured using the LHCf-Arm2 detector. Black markers refer to experimental
data with statistical errors and grey bands refer to the total uncertainties, obtained by summing in
quadrature the statistical and systematic errors. The data points are compared with the prediction,
at the generator level, of the hadronic interaction models considered in this analysis, QGSJET II-04
(blue line), EPOS-LHC (magenta line), SIBYLL 2.3 (green line) and DPMJET 3.06 (red line).

forward region for high-energy collisions. The result was compared with the prediction
of several hadronic interaction models, QGSJET II-04, EPOS-LHC, DMPJET 3.06 and
SIBYLL 2.3. None of the models reproduces the experimental distribution in the whole xF
range. QGSJET II-04 shows the best agreement, but significant differences are present at
low xF. The other models predict an overall higher production rate than the experimental
data. The large experimental uncertainties in this analysis, due to the low accumulated
statistics, will be improved by the new LHCf data collected during LHC RUN III, in which
an increase in eta meson statistics by about a factor of ten is expected [18].
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Figure 5: (Left) Per event and per unit ([, q) normalised and (right) prompt charged-particle normalised  0
S yields

as a function of leading-jet ?T in the (a, b) away, (c, d) towards and (e, f) transverse regions. Error bars show the
statistical error and the shaded bands show the total uncertainty.
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Figure 1 | pT-differential yields of K0
S , Λ+Λ, Ξ−+Ξ

+ and Ω−+Ω
+

measured in |y|<0.5. The results are shown for a selection of event
classes, indicated by roman numbers in brackets, with decreasing
multiplicity. The error bars show the statistical uncertainty, whereas the
empty boxes show the total systematic uncertainty. The data are scaled by
different factors to improve the visibility. The dashed curves represent
Tsallis–Lévy fits to each individual distribution to extract integrated yields.
The indicated uncertainties all represent standard deviations.

⟨dNch/dη⟩. The mean pseudorapidity densities of primary charged
particles ⟨dNch/dη⟩ are measured at midrapidity, |η|<0.5. The
pT spectra become harder as the multiplicity increases, with the
hardening being more pronounced for higher-mass particles. A
similar observation was reported for p–Pb collisions10, where
this and several other features common with Pb–Pb collisions
are consistent with the appearance of collective behaviour at high
multiplicity8,11,19–23. In heavy-ion collisions these observations are
successfully described by models based on relativistic hydrody-
namics. In this framework, the pT distributions are determined by
particle emission from a collectively expanding thermal source28.
The blast-wave model29 is employed to analyse the spectral shapes
of K 0

S , Λ and Ξ in the common highest multiplicity class (class
I). A simultaneous fit to all particles is performed following the
approach discussed in ref. 10 in the pT ranges 0–1.5, 0.6–2.9 and
0.6–2.9GeV/c, for K 0

S ,Λ and Ξ , respectively. The best fit describes
the data to better than 5% in the respective fit ranges, consistent
with particle production from a thermal source at temperature Tfo
expanding with a common transverse velocity ⟨βT⟩. The resulting
parameters, Tfo=163±10MeV and ⟨βT⟩ = 0.49 ± 0.02, are
remarkably similar to the ones obtained in p–Pb collisions for an
event class with comparable ⟨dNch/dη⟩ (ref. 10).

The pT-integrated yields are computed from the data in the
measured ranges and using extrapolations to the unmeasured
regions. To extrapolate to the unmeasured region, the data were
fitted with a Tsallis–Lévy10 parametrization, which gives the best
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Figure 2 | pT-integrated yield ratios to pions (π++π−) as a function of
⟨dNch/dη⟩measured in |y|<0.5. The error bars show the statistical
uncertainty, whereas the empty and dark-shaded boxes show the total
systematic uncertainty and the contribution uncorrelated across
multiplicity bins, respectively. The values are compared to calculations from
MCmodels30–32 and to results obtained in p–Pb and Pb–Pb collisions at the
LHC6,10,11. For Pb–Pb results the ratio 2Λ/(π++π−) is shown. The
indicated uncertainties all represent standard deviations.

description of the individual spectra for all particles and all
event classes over the full pT range (Fig. 1). Several other fit
functions (Boltzmann, mT-exponential, pT-exponential, blast wave,
Fermi–Dirac, Bose–Einstein) are employed to estimate the cor-
responding systematic uncertainties. The fraction of the extrapo-
lated yield for the highest(lowest) multiplicity event class is about
10(25)%, 16(36)%, 27(47)% for Λ,Ξ and Ω , respectively, and is
negligible for K 0

S . The uncertainty on the extrapolation amounts
to about 2(6)%, 3(10)%, 4(13)% of the total yield for Λ, Ξ and
Ω , respectively, and it is negligible for K 0

S . The total systematic
uncertainty on the pT-integrated yields amounts to 5(9)%, 7(12)%,
6(14)% and 9(18)% for K 0

S , Λ,Ξ and Ω , respectively. A significant
fraction of this uncertainty is common to all multiplicity classes and
it is estimated to be about 5%, 6%, 6% and 9% for K 0

S ,Λ,Ξ and Ω ,
respectively. In Fig. 2, the ratios of the yields of K 0

S , Λ,Ξ and Ω to
the pion (π++π−) yield as a function of ⟨dNch/dη⟩ are compared
to p–Pb and Pb–Pb results at the LHC6,10,11. A significant enhance-
ment of strange to non-strange hadron production is observed
with increasing particle multiplicity in pp collisions. The behaviour
observed in pp collisions resembles that of p–Pb collisions at a
slightly lower centre-of-mass energy11, in terms of both the values
of the ratios and their evolution with multiplicity. As no significant
dependence on the centre-of-mass energy is observed at the LHC
for inclusive inelastic collisions, the origin of strangeness production
in hadronic collisions is apparently driven by the characteristics
of the final state rather than by the collision system or energy. At
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• Cross sections and/or production ratio of 𝜂, 𝐾, Λ production
• Larger difference than pion production (?)
• Hint to the muon puzzle??
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Figure 3: Ratio of the photon energy spectrum with an extra Nch = 0 requirement to the inclusive-photon
energy spectrum for regions A (left) and B (right). Vertical bars represent statistical uncertainties of the
data sample, while gray bands indicate the quadratic sum of statistical and systematic uncertainties. Col-
ored lines indicate model predictions. Hatched areas around the model lines indicate the 10% uncertainty
related to the contribution from photons produced in long-lived particle decays, which is currently not
taken into account in the calculation of model predictions.

photon energy up to 4 TeV at ⌘ > 10.94, whereas it is found to be relatively constant (around 0.15) at
8.81 < ⌘ < 8.99. The results are compared to predictions based on several hadronic interaction models:
EPOS-LHC, QGSJET-II-04, SYBILL 2.3, and PYTHIA 8.212DL. Predictions from EPOS-LHC gener-
ally show best agreement with data. At photon energies above 2 TeV, the PYTHIA 8 predicts significantly
higher ratio than observed in data. This indicates that the large discrepancy between PYTHIA 8 and data
in the high-energy photon region reported in Ref. [5] can be due to overestimation of the di↵ractive dis-
sociation process in PYTHIA 8. The QGSJET-II-04 and SYBILL 2.3 models predict an average value of
the ratio that is much lower than observed in data in both ⌘ > 10.94 and 8.81 < ⌘ < 8.99 regions. This
suggests that QGSJET-II-04 and SYBILL 2.3 predict a too small contribution of low-mass di↵ractive
events to the forward photon energy spectrum.
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Figure 2: Forward photon energy spectra measured by the LHCf-Arm1 detector in the regions A (left)
and B (right). Filled circles show the inclusive-photon spectra measured in Ref. [5]. Filled squares
indicate the spectra for Nch = 0 events, where no extra charged particles with pT > 100 MeV and |⌘| < 2.5
are present. Vertical bars represent statistical uncertainties of the data sample, while gray bands indicate
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lines indicate the 10% uncertainty related to the contribution from photons produced in long-lived particle
decays (with the mean lifetime above 33 ps), which is currently not taken into account in the calculation
of model predictions.

up to around 4 TeV and decreases to 0.15 again at the highest energy. This increase tendency is also
observed for all model predictions, except SIBYLL 2.3. The PYTHIA 8 and SIBYLL 2.3 models predict
higher and lower fraction of Nch = 0 events, respectively. This suggests that PYTHIA 8 (SIBYLL 2.3)
predicts a too large (too small) contribution of low-mass di↵ractive events to the forward photon energy
spectrum. In region B, the ratio in data is around 0.15 and is approximately constant over a wide range of
photon energies. The SIBYLL 2.3 model predicts an average value of the ratio that is much lower than
observed in data. QGSJET-II-04 predicts lower ratio at photon energies below 1.5 TeV. The EPOS-LHC
and PYTHIA 8.212DL generators show reasonable agreement with data.

8 Summary

This note presents the first joint analysis of the ATLAS and LHCf collaborations, based on 0.191 nb�1

of pp collision data recorded at
p

s = 13 TeV. In order to study the contribution of low-mass di↵ractive
processes to the forward photon production, the event selection relies on the veto of charged-particle
tracks in the ATLAS inner tracker. The photon energy spectra are measured in two pseudorapidity
ranges, ⌘ > 10.94 or 8.81 < ⌘ < 8.99, for events with no extra charged particles having pT > 100 MeV
and |⌘| < 2.5. The photon spectra for Nch = 0 events are compared to the inclusive photon spectra, to
allow for a comparison of non-di↵ractive and di↵ractive particle production processes.

The ratio between the NNch=0
� and inclusive photon spectra increases from 0.15 to 0.4 with increasing
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Figure 3: Ratio of the photon energy spectrum with an extra Nch = 0 requirement to the inclusive-photon
energy spectrum for regions A (left) and B (right). Vertical bars represent statistical uncertainties of the
data sample, while gray bands indicate the quadratic sum of statistical and systematic uncertainties. Col-
ored lines indicate model predictions. Hatched areas around the model lines indicate the 10% uncertainty
related to the contribution from photons produced in long-lived particle decays, which is currently not
taken into account in the calculation of model predictions.

photon energy up to 4 TeV at ⌘ > 10.94, whereas it is found to be relatively constant (around 0.15) at
8.81 < ⌘ < 8.99. The results are compared to predictions based on several hadronic interaction models:
EPOS-LHC, QGSJET-II-04, SYBILL 2.3, and PYTHIA 8.212DL. Predictions from EPOS-LHC gener-
ally show best agreement with data. At photon energies above 2 TeV, the PYTHIA 8 predicts significantly
higher ratio than observed in data. This indicates that the large discrepancy between PYTHIA 8 and data
in the high-energy photon region reported in Ref. [5] can be due to overestimation of the di↵ractive dis-
sociation process in PYTHIA 8. The QGSJET-II-04 and SYBILL 2.3 models predict an average value of
the ratio that is much lower than observed in data in both ⌘ > 10.94 and 8.81 < ⌘ < 8.99 regions. This
suggests that QGSJET-II-04 and SYBILL 2.3 predict a too small contribution of low-mass di↵ractive
events to the forward photon energy spectrum.
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Diffractive

Non-Diffractive

• Using the particle multiplicity in the 
ATLAS central detectors, LHCf
photon events can be classified into 
diffractive-like and others

• Test models by processes



More joint analyses by ATLAS/LHCf

26

(a) Single di�raction

(b) �+(1232) excitation

(c) # (1440) excitation

Figure 1: Diagrams of considered processes. Upper diagram: Single di�ractive dissociation via Pomeron exchange.
Middle diagram: �+(1232) production through a spin-1 exchange. Lower diagram: # (1440) production by proton
excitation. For each diagram it is indicated by which detector configuration the process could be measured.

of the di�ractive system through the proton. This would lead to a huge improvement for the kinematic
reconstruction of such events with respect to Ref. [14, 15], where only the central ATLAS tracking
information was used.

Another target that could be pursued with a joint run of forward neutral particle detectors and forward
proton detectors is the production of an # (1440) (the so-called Roper resonance) or a �+(1232) baryon. In
these cases, at least one of the protons enters an excited state during the collision with a subsequent decay
into a proton an a c

0 meson. The proton could be detected by the Roman Pot detectors, while the neutral
pion could be detected by LHCf (see Figure 1). The main di�erence to the single di�ractive production
of a neutral pion is that for the decay of the excitations the proton and the c

0 are expected to be detected
on the same side of the interaction point, while for single di�ractive dissociation they would be detected
at opposite sides of the interaction point. The production of excitation states of the proton in soft QCD
interactions has not been measured yet at the LHC but still composes the di�raction process with the lowest
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Figure 18: Combined acceptance maps for the studied processes with AFP near and far stations, respectively.
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excitation. For each diagram it is indicated by which detector configuration the process could be measured.
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reconstruction of such events with respect to Ref. [14, 15], where only the central ATLAS tracking
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Another target that could be pursued with a joint run of forward neutral particle detectors and forward
proton detectors is the production of an # (1440) (the so-called Roper resonance) or a �+(1232) baryon. In
these cases, at least one of the protons enters an excited state during the collision with a subsequent decay
into a proton an a c

0 meson. The proton could be detected by the Roman Pot detectors, while the neutral
pion could be detected by LHCf (see Figure 1). The main di�erence to the single di�ractive production
of a neutral pion is that for the decay of the excitations the proton and the c

0 are expected to be detected
on the same side of the interaction point, while for single di�ractive dissociation they would be detected
at opposite sides of the interaction point. The production of excitation states of the proton in soft QCD
interactions has not been measured yet at the LHC but still composes the di�raction process with the lowest
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Fisibility study using MC 
ATL-PHYS-PUB-2023-024

Δ1(1232)

• Test models by processes (more examples)



LHC proton-Oxygen collisions
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p-nuclei collisions with LHCf 17

The p-O run

5 Jul 2024

Measurement expectations

• Currently LHCf is not supposed to 
take data in O-O collisions

• Depending on the strategy of the 
change between p-O and O-O there 
might be this possibility (?)

• In that case LHCf will be ready to
take this opportunity

(s) (s)

2025

• p-O collision is scheduled in July 2025
• Nuclear modification factor depends on the model 
• Big effort by Hans Dembinski and supports from the community



28

差出人: Django Manglunki <django@cern.ch>
件名: Re: LHCf and light ion in LHC
日時: 2012年8月31日 0:39:19 JST
宛先: Takashi Sako <sako@stelab.nagoya-u.ac.jp>, Simone Gilardoni 
<Simone.Gilardoni@cern.ch>, Takashi Sako <Takashi.Sako@cern.ch>, 
Detlef Kuchler <Detlef.Kuchler@cern.ch>, John Jowett 
<John.Jowett@cern.ch>, Johannes Peter Wessels <j.wessels@uni-
muenster.de>, Michaela Schaumann <michaela.schaumann@cern.ch>, Reine 
Versteegen <reine.versteegen@cern.ch>
Cc: Django Manglunki <django.manglunki@cern.ch>

Dear all,
                 here's a summary of our discussion, corrections/
comments welcome.
Cheers
                     Django
=============================================================
Preliminary discussion on the feasibility of N-N, p-N and Fe-N 
collisions in the LHC

Present:
Sako, Hannes, Detlef, Simone, John, Reine, Michaela, Django.

Introduction by Sako:
The experiment LHCf is motivated to understand the interaction 
between cosmic-rays and atmosphere, and hence the origin of the 
cosmic-ray particles up to 10^20 eV.  The p-p and p-Pb collisions at 
LHC give important fundamental information for this study.  However, 
clearly, in the atmosphere the target of the interaction is light 
nuclei like Nitrogen and Oxygen.  The direct measurements of p-N,
N-N to Fe-N are very interesting to understand the nuclear effect in 
the interaction but there are no such experiment carried out using 
colliders. LHCf is interested in using the LHC as a light ion 
collider in the future.
Of course, these collisions are not prime target of the LHC 
science.  But is it technically possible? And what is necessary to 
realize such experiments in future?

Discussion:
- As there is only one ion source at present, only p-N and N-N can 
be considered in the near future. 
- Production of nitrogen in the ECR source is not a problem as it is 
a gas, neither is Fe as there are techniques to produce it easily 
(MIVOC). But afterwards the source needs several weeks to repliably 
produce Pb in a stable manner.
- LHCf does not need a lot of running time, only a few days, and 
since it is looking at high cross-section events, the luminosity 
does not need to be very high.  
- ALICE is not interested in other ions than Pb, but an N-N ion run 
would not take many days out of the LHC programme. It would, 
however, use a lot of resources from the injectors team. In fact the 
schedule would be dominated by the setting up and commissioning in 
the injectors, not by the collisions. Preparation of a N-N run would 

also take a lot of time from the regular fixed target programme.
- One can imagine to start preparing the source with N in early 
January, commission the circular accelerators, and have a N-N or p-N 
run in autumn, before switching to Pb. But then it would take too 
long for the source to stabilise to have a Pb-Pb run before Xmas. 
This would only work during a year where there is no Pb-Pb run, or 
when it is postponed to after Xmas like this year.
- Oxygen on the other hand is also abundant in the atmsophere and 
could be a viable alternative. It is used in the ECR as a support 
gas for Pb production. One can consider tuning the source and 
transport systems for oxygen while preparing for a Pb run, still 
using Pb in order to keep conditions optimal. A short O-O or p-O run 
could be compatible with a "normal" collider schedule, possibly in 
2020.
- Nitrogen could be used as support gas too, but would be less 
efficient for Pb production so the idea is not retained.
- In the longer term future, if the medical facility is approved, a 
switchyard and a second source, able to provide any ion from p to 
Ne, will be built. It should then be possible to collide Pb-N, or 
even Fe-N, after 2022.
- As a conclusion, there is no technical show-stopper, and LHCf can 
go ahead with a letter of intent.

                                                                    
                                Minutes by Django

-- 
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=============================================================
Preliminary discussion on the feasibility of N-N, p-N and Fe-N 
collisions in the LHC

Present:
Sako, Hannes, Detlef, Simone, John, Reine, Michaela, Django.

Introduction by Sako:
The experiment LHCf is motivated to understand the interaction 
between cosmic-rays and atmosphere, and hence the origin of the 
cosmic-ray particles up to 10^20 eV.  The p-p and p-Pb collisions at 
LHC give important fundamental information for this study.  However, 
clearly, in the atmosphere the target of the interaction is light 
nuclei like Nitrogen and Oxygen.  The direct measurements of p-N,
N-N to Fe-N are very interesting to understand the nuclear effect in 
the interaction but there are no such experiment carried out using 
colliders. LHCf is interested in using the LHC as a light ion 
collider in the future.
Of course, these collisions are not prime target of the LHC 
science.  But is it technically possible? And what is necessary to 
realize such experiments in future?

Discussion:
- As there is only one ion source at present, only p-N and N-N can 
be considered in the near future. 
- Production of nitrogen in the ECR source is not a problem as it is 
a gas, neither is Fe as there are techniques to produce it easily 
(MIVOC). But afterwards the source needs several weeks to repliably 
produce Pb in a stable manner.
- LHCf does not need a lot of running time, only a few days, and 
since it is looking at high cross-section events, the luminosity 
does not need to be very high.  
- ALICE is not interested in other ions than Pb, but an N-N ion run 
would not take many days out of the LHC programme. It would, 
however, use a lot of resources from the injectors team. In fact the 
schedule would be dominated by the setting up and commissioning in 
the injectors, not by the collisions. Preparation of a N-N run would 

First discussion in 2012
first contact during UHECR2012 at CERN => meeting in August
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Figure 4: Measured muon multiplicity distribution compared with simulations from CORSIKA Monte Carlo
generator using QGSJET-II-04 [14] (top), SIBYLL 2.3 [29] (middle), and EPOS-LHC [25] (bottom) as hadronic
interaction models for proton and iron primary cosmic rays. Iron points are slightly shifted to the right to avoid
overlapping with the data points. The total uncertainties in the MC simulations are given by the vertical bars, while
the boxes give the systematic uncertainties of the data and the vertical bars the statistical ones.

small number of muons where the primary cosmic rays are expected to be composed of lighter elements.
For both SIBYLL and EPOS-LHC the data points are above those of iron highlighting a lack of muons
in these generators.

To obtain a direct relationship between the energy of the primary cosmic rays, Eprim, and the measured
multiplicity, the distribution of the primary energy, for each interval of multiplicity, was studied with the
proton and iron MC samples using the QGSJET-II-04 model. The mean value of each energy distribution
gives the average energy in the specific range of multiplicity that is shown in Fig. 5. In the interval 4 <
Nµ < 45 the average value of the primary cosmic ray energy Eprim increases with increasing multiplicity
from about 4×1015 eV to about 6×1016 eV.

The ratio between the MMD given by the simulations with respect to the data (MC/Data) is obtained
from Fig. 4 and is shown in Fig. 6 for the three models. The sky blue line represents unity.
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Figure 7: Event display of the event with 287 muons detected in the TPC.

Table 4: Estimation of the contributions to the systematic uncertainties of the measured rate of HMM events.

NTPC
cl Distance dxz Momentum p cos(∆ψ) Total

3% 3% 0% 9% 10%

range of 1016 < Eprim < 1018 eV were generated to study this rate. The average energy of these events,
studied with a large sample, was found to be ⟨Eprim⟩ ∼ 1017 eV.

To reduce the statistical uncertainty of the simulations with respect to the data, one year (365 days) of live
time was used in the event generation with the three models both for the proton and iron MC samples.
As a further step, the same sample (one year live time) was used five times by randomly assigning the
core of each shower to the aforementioned surface level area of 205×205 m2. Given that the acceptance
of the TPC is almost 3000 times smaller, this ensures that the samples are statistically independent. With
this procedure, five estimations of the rate were obtained, each of them corresponding to a live time of
one year, for a total of five years. The mean value of the five estimations gives the expected rate for one
year, while the statistical uncertainty is estimated from the standard deviation of the five values from the
mean value. The difference in the number of HMM events in one year using the standard reconstruction
parameters and the number of events obtained by varying these parameters, as described in Section 3,
gives the systematic uncertainties on the simulated rates.

In Table 5 the final results of the rate of HMM events are presented and compared to the previous results
from Run 1 [11] and to the three models. The statistical and the total uncertainties are given for the
proton and iron sample for each model, and for the data. These results are also shown in Fig. 8.

The rate measured with the Run 2 data sample is compatible within 1σ with the one measured in Run 1
[11] and has a significantly smaller uncertainty. For all the three models, the predicted rate for the pure
proton composition is below the data. The rate predicted by QGSJET-II-04 with an iron composition is
the closest to the data and is compatible with the measured rate within uncertainties. The rate obtained
with SIBYLL 2.3 (Fe), although lower, is still compatible with the data while the EPOS-LHC (Fe) is
outside the 1σ range. The data suggest that a composition of cosmic rays that are predominantly heavy
elements is required to explain the measured rate of high multiplicity events. The best description of
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Figure 5: Average energy of the primary as a function of the muon multiplicity for proton and iron MC samples.

For the QGSJET model the ratio between the proton MC sample points (black) and the data is almost
flat as a function of the muon multiplicity up to 30 muons with a value of about 0.55, while the higher
multiplicities are dominated by large fluctuations. The iron points (blue) are slightly, but not significantly,
above the data also with a flat behavior as a function of the multiplicity. As the multiplicity increases,
the energy of the primary cosmic rays increases, as shown in Fig. 5 and in this interval of energy the
composition becomes heavier, as suggested by several experiments [32–35]. According to these results,
at low multiplicities the proton MC sample is expected to be close to the data, with a decreasing trend
of the ratio MC/Data as the multiplicity increases, while the iron points are expected to be well above
the data at low multiplicities, approching the data at high multiplicities. Neither proton nor iron MC
samples show this decreasing trend of the ratio MC/Data as the multiplicity increases, suggesting a
slight deficit of muons in the simulations. The QGSJET model is not able to reproduce the fine trend
of a mixed composition as expected. However, it shows that heavy elements dominate, as confirmed by
recent experiments that give access to a similar range of energy [1, 36, 37], keeping in mind that the
first multiplicity interval is dominated by primary cosmic-ray energies around the knee of the energy
spectrum. It is noteworthy that the experimental points are in between the two curves, that is, the sky
blue line lies between the proton and iron values, as expected.

In the SIBYLL generator the ratio MC/DATA as a function of the multiplicity is flat for the proton sample
with a value around 0.5 up to a multiplicity of 35 muons, while the muon deficit in the iron sample is
less evident than in EPOS-LHC, with a ratio of 0.8 up to a multiplicity of 30 muons and values greater
than 1 for higher multiplicities.

In the EPOS-LHC generator the ratio between the proton MC sample points and the data is constant
as a function of multiplicity with a value of about 0.4 as compared to the 0.55 obtained with QGSJET-
II-04. Even assuming a composition of pure iron, the ratio MC/Data has a value of around 0.7 up to
a multiplicity of 30 muons. Only at higher multiplicities, where the statistical uncertainties are larger
because of the smaller number of events, this value increases to about 0.9.
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CORSIKA 7.7400 CORSIKA 7.5600 CORSIKA 7.7400

HMM events Data Data QGSJET-II-04 EPOS-LHC SIBYLL 2.3

Run 2 Run 1 proton iron proton iron proton iron

Period [days per event] 4.8 6.2 10.9 5.8 15.0 9.2 13.6 6.2

Rate [×10−6 Hz] 2.4 1.9 1.1 2.0 0.8 1.3 0.9 1.9

Statistical uncertainty 28% 45% 4% 5% 10% 10% 10% 8%

Uncertainty (syst
⊕

stat) 30% 49% 23% 22% 11% 16% 19% 19%

Table 5: Comparison of the rate of HMM events measured with the data from Run 2 and Run 1 and the rate
calculated with MC simulations of proton and iron samples with the three hadronic models (QGSJET, EPOS-
LHC, SIBYLL). The statistical and total uncertainties are given for simulations and data.

5 10 15
Days per event

ALICE data, Run 1

ALICE data, Run 2

EPOS-LHC: Fe

EPOS-LHC: p

QGSJET-II-04: Fe

QGSJET-II-04: p

SIBYLL: Fe

SIBYLL: p

Figure 8: Rate of HMM events (days to yield 1 event) for the data taken in Run 1 and Run 2 compared with the
rates obtained with MC simulations with proton and iron samples for the three hadronic interaction models used.
The green shaded band is the value of the rate for Run 2 with limits given by 1 standard deviation.

the data for the MMD and the rate of HMM events is given by the iron sample of QGSJET-II-04, while
SIBYLL 2.3 appears to have a small deficit of muons. A larger deficit is found for EPOS-LHC.

The estimated average energy of HMM events is about 1017 eV. Keeping in mind that the measured
position of the spectral break of the heavy elements (heavy knee) was found at an energy of about
8 × 1016 eV [37], the HMM events are likely due to primary energies close to the heavy knee. A
composition dominated by heavy elements at energies of about 1017 eV is compatible with a cosmic-ray
energy spectrum featuring a first knee at around 3× 1015 eV due to the light component, as well as a
dependence on the atomic number Z of the primary for the knee of the heavier elements.
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Event rate of multiplicity>100
𝐸-SNX ~10()eV

• AS muon measurement by a collider detector
• No AS measurement => no event-by-event energy determination
• Model comparison suggests pure or heavier than Fe => another sign of muon excess?

𝐸-SNX = 4×10(_~6×10(`eV

under 80 m.w.e. rock, >16GeV



Summary
• 15 years have past since the first LHC collisions.
• CR motivated interaction models are widely compared with 

various measurements and recognized to explain the results 
better than the HEP models.

• Early LHC results are immediately implemented in the post-
LHC models and the AS analyses became less model 
dependent than before.

• No apparent discrepancy means no hint to solve the muon 
puzzle raised.

• More analyses (strange hadrons, process specific,…) are 
on-going.

• First p-O (O-O) run in 2025 will make next major update of 
the interaction models.

• CR-HEP collaborations become more important.
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LHCf experiment

Location 
• ATLAS interaction point 
•  +/- 140m from the IP
•  Cover Zero degree of collisions pseudo rapidity η > 8.4  
Detectors
• Sampling and positioning calorimeters
• Two towers, 20mmx20mm, 40mmx40mm (Arm1) , 25mmx25mm, 

32mmx32mm(Arm2)
• Tungsten layers, 16 GSO scintillators, 4 position sensitive layers   

(Arm1: GSO bar hodoscopes,  Arm2: Silicon strip detectors)
• Thickness: 44 r.l. and 1.7 λ
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